Third Status Report

[image: image1.png]) Task Name Strt | Foisn | Durton |——— mm
110 Module Implementat 000 | 22006 | o0d |
2 Motors /92006 | 1102006 20
3 Servos  Manipulaor 112006 | 116008 | 60 |@
O MU Camera 1172006 | 11262005 100 | @@
5 Light Sensors 12712006 | 11282006 | 20 0
o Sorar 12902006 | 11312006 | 4 ]
Compass (Discontinued) 2172006 | 22006 | a ]
0 Mouse 242006 | 272006 | 40 ]
9 | Al Module Implementation 282006 | 192006 | 400 ——]
10 Main  Lne Folowing 2782006 | 22006 | 236 ]
1 Object dentiicaton 32006 | air2z008 | 106 =
2 Maripulator Corirol 31372006 | o006 | 76 =
13 [ Testing 1152006 | 3a0zo0s | 10 [
14| Finalize for Tournament anoos | aezo0s | 6 (]
15 | IEEE Tournament (San Antonio, TX) 006 | anozo0s | ag
16 | Manuals, Documents, etc. 2006 | s008 | 25a





3/23/06

Group Members:

Jason Abbett

Devon Berry

Accomplishments


We have accomplished a great deal since the last status report.  First the camera has successfully been mounted on the robot.  We have written code that uses the camera to detect a can and the color of the can.  Once the robot detects the color of the can it will then take it to the correct room corresponding to that color.  Whenever the robot detects a can the camera will cycle through all four possible colors for the can.  The color which receives the highest confidence interval will be perceived as the color of the can.  Next we have integrated our code and the robot is able to navigate through the course and grab the cans and take them to the correct room.  While the robot navigates the course, it also follows the line much smoother now.  The robot does not constantly correct itself while following the line, it only makes small adjustments.  Since this version of the line following is essentially done, the team has decided to build upon the existing material and create a more sophisticated system.  We are creating a finite state machine for the robot.  Devon and I have broken the course into a map of 28x28 squares.  Then we implemented the wavefront algorithm with this map.  The algorithm will display obstacles in the course such as walls and plot a course for the robot to follow from source to destination.  Using the algorithm and the finite state machine, if the robot does happen to lose the line and get off course, this will allow it to find its way back to the line.  We currently have four of the five states nearly completed and are working closely with the rest of the team to finish the last state.  If we are not able to finish this on time, we still have our original code saved for the first version of our line following program.  

Obstacles


We have had to endure many obstacles over the duration of the senior project.  The most recent obstacle we have had to face is the dirty areas on the board.  The board that we are using to test the robot is the same board that the robot team last year used.  Many spots are dirty and have become a grayish color from being walked on.  When the light sensor tries to read the grayish areas it sometimes reads black when it is suppose to be reading white.  This can throw the robot off course and make it leave the line.  We have had to patch many areas on the board whenever they arise.  The next obstacle is the camera values.  The camera has a difficult time distinguishing between the yellow can and the surrounding environment.  The robot will not see the can and run right into it and knock it over.  We will probably have to use saturation values to correct this problem.  Another obstacle we have had to overcome has been the late changes to the robot design.  One month before the competition, someone from the engineering part of the team decided to add another mouse to the bottom of the robot.  Know the robot has two mice and we had to change much of our code to incorporate the change.  This took some time to do and the line following was not working properly for a few days.  The engineering part of the team did help us fix some of the code though, which was a big help.

Responsibilities


Usually Devon and I do everything as a team, but this time we did divide the work up because of other homework constraints.  Jason Abbett implemented the wavefront algorithm and the path finding class.  Devon Berry worked on the implementation of the map class.  All other work was done as a team by both team members.

Current Timeline
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Our current progress is indicated in the timeline above. Since our last report, we have used the camera and are almost finished with the object identification module. We just have to work out some small bugs. The camera has some difficulty detecting yellow on a white background, but that should be fixed. It has yet to be tested on a full test run again. Otherwise, the line following module is the only thing that needs to be fixed. It is finished, but it does not work all the time, so it needs some more time spent on testing and debugging. After that, we should be ready to compete with this setup. We will then be able to try adding on more advanced algorithms, keeping this one as a backup.

Goals

Dr. Engel and Dr. Weinberg stressed one main goal for the next meeting. We must focus our efforts on completing the line following module so that it can complete an entire run successfully. Since the tournament is only two weeks away, it is crucial that we have something that can compete soon. All the team members from both the CS and ECE are making this their primary objective.







